# Should I put cow memes here as a placeholder or nah?

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Name** | **Job Title** | **Rank by Title** (Burning Glass Technologies, 2018c) | **Required IT Specific Skills** (Burning Glass Technologies, 2018a) | **Required General Skills** (Burning Glass Technologies, 2018b) | **Three highest IT Skills  (Not in Required Skill Set)** (Burning Glass Technologies, 2018a) | **Three highest General Skills (Not in Required Skill Set)** (Burning Glass Technologies, 2018b) |
| **Arin** | Security Analyst | #43 (173 job postings) | * SQL - #1 * JavaScript - #2 * Java - #3 * Microsoft Windows - #4 * SAP - #5 * Microsoft C# - #6 * Linux - #7 * Python - #13 * C++ #58 * VMware - #155 * C# Programming - #172 | * Communication Skills - #1 * Problem Solving - #2 * Organisational Skills - #3 * Writing - #4 * Team Work - #5 * Planning - #7 * Analytical Skills - #17 * Computer Skills - #27 * Listening - #38 * Typing - #47 | * .NET Programming - #8 * Microsoft Office - #9 * Oracle - #10 | * Troubleshooting - #6 * Planning - #8 * Detailed Orientated - #9 |
| **Dylan** | Software Developer | #19 (337 job postings) Software Dev  *Similar titles: #3 .Net Dev*  *#6 Front End*  *#7 Java Dev*  *#11 Software Engineer*  *#12 Snr .Net*  *#13 Snr Java*  *#15 Web Dev*  *#17 Full Stack* | * SQL - #1 * JavaScript - #2 * Java - #4 * Microsoft C# - #6 * Linux - #9 * Git - #19 * Python - #20 * PHP#33 * C++ - #58 * Visual Studio - #96 * AWS - #167 | * Communication Skills - #1 * Problem Solving - #2 * Team Work - #5 | * Microsoft Windows - #3 * Building Relationships - #5 * Technical Support - #7 | * Organisational Skills - #3 * Writing - #4 * Troubleshooting - #6 |
| **Jacob** |
| **Josh** |
| **Name** | **Job Title** | **Rank by Title** | **Required IT Specific Skills** | **Required General Skills** | **Three highest IT Skills  (Not in Required Skill Set)** | **Three highest General Skills (Not in Required Skill Set)** |
| **Ryan** | Systems Admin / Server Engineer | #4 (786 job postings) | * Microsoft Windows - # 3 * Project Management -#4 * SAP - #5 * Technical Support - #7 * Linux - #9 * Customer Service - #10 * Microsoft Office - #14 * ITIL - #16 * Systems Engineering #20 * Business Process - #21 | * Communication Skills - #1 * Problem Solving - #2 * Troubleshooting - #6 | * SQL - #1 * JavaScript - #2 * Java - #3 | * Organisational Skills - #3 * Writing - #4 * Team Work - #5 |
| **Seth** | Software Engineer | #11 (539 Job postings) | * Javascript - #2 * Microsoft C# - #12 * Java - #3 * Python - #22 * Git - #19 * Linux #9 * C++ - #58 * Software Engineering - #15 * SQL - #1 | * Communication Skills - #1 * Problem Solving - #2 * Team Work - #5 * Detail Oriented - #8 | * Microsoft Windows - #4 * Business Management - #2 * Building Relationships - #8 | * Organisational Skills - #3 * Writing - #4 * Mentoring - #13 |
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## Has your opinion of your ideal job changed? Why or why not?

**Arin** - I was looking at my other group members jobs and a lot were in the top raking, even with most of them being in top 20. My ideal job being at rank 43 felt like it would be better to go into a different job category that had more interest to employers otherwise it would be quite difficult to find a job as a Security Analyst. It’s good also that I am up for change and wasn’t also fixed on being a Security Analyst. Being able to look at this data I would more than likely choose something within the top 10 – 20 as it’s obviously in higher demand and I particularly enjoy most jobs that are related to Information Technology anyway.

Security analyst while almost vital to some companies are not always in high demand. They require a range of I.T skills while also having many years in the field to be able to compete with others.

**Dylan** – The Burning Glass data hasn’t changed my ideal job plans. The data shows my chosen path of software development is in quite high demand with employers – the highest of any generic titles. With regards to specific IT skill requirements, I was unaware SQL and Javascript are in such high demand with employers. I originally planned to focus on C, C# and C++, though with this information in mind I will shift some focus to also learning SQL, Javascript and other high-demand skills. This will ultimately increase my employability and ensure my skillset aligns with industry needs.

**Jacob** – The Burning glass data has not changed my views on the chosen ideal job. Software developer skills are ranked at the top of the IT specific skills list with Java being #4 and C# being #6 of the current languages I have used. I think however I might start focusing on JavaScript as it is ranked #2 on the list. The job itself is ranked quite low on the “Top Titles” Burning Glass data pdf. Being at #19 on the list. However, software development is a rather broad area. For instance, Java Developer is ranked #7 which is a software developer who uses java for programming. Overall, I believe that software developers will always be a large area of IT with a large amount of job listings available.

**Josh** – Looking at the Burning Glass data not much has changed much for me. I still would like to become a software developer. Most of the skills necessary for performing well in this job are right at the top of the rankings, both IT specific and general skills. Although the job title is only 19 in the most advertised IT job role I still feel as though it is a broad term and can relate to a lot of different areas such as web development which is ranked higher.

I think as we depend more and more on technology to make our lives easier and more efficient, there will always be a need for developers to create the software that we all rely on.

**Ryan** – With this information I am undecided if I should focus more on security, hardware and operating systems or move more into a data analyst role developing my skills in SQL further and learning more about mobile/web site building structures. An example job could be developing a mobile application that links back to a back-end web server running MySQL as this MCommerce market is growing and there will be a wide range of high paying jobs in this sector and could lead to him starting his own business one day.

**Seth** – Looking at the Burning Glass statistics, my opinion has not changed. The job I want is still a very high in demand job and all the skills necessary are mostly what I expected to have to need. It did surprise me how high in demand JAVA was though. I was surprised to know how high in demand JavaScript skills were. I will have to start focusing on learning that before I can move into this type of career. The main thing I have learned from this Burning Glass data is that I have a lot more study to do before I will be qualified to start working in this line of work.

## Choosing Who to Interview

When discussing as a group who we would like to interview, we fortunately had a few choices. We decided to interview Scott Peckover who is a web developer for the Australian government. In the government they have different work level standards known as the APS (Australian Public Service) level. Scotts’ title is an APS level 5 developer.

## What kind of work is done by the IT Professional?

Scott works as a front-end web developer. The front-end web developers’ job is to write code using HTML, CSS and JavaScript to create a website that a user will see and interact with. Whether it be the drop-down menus or the text on the screen, it is all done by a front-end web developer (Wales, 2019).

The office Scott works in, is currently using a technology called angular. Angular is an open source JavaScript framework. Whenever you log in to your myGov account you will see some of Scott’s work as he builds the front-end web applications that you see in government online services such as Centrelink or Medicare.

One of the biggest projects Scott has worked on was building the web application on the National Redress Scheme. Scott’s task in this was to build out both portals for the applicants of the National Redress Scheme and for the institutions involved.

Due to child sexual abuse in institutions such as churches, orphanages, schools and others the Australian government formed the National Redress Scheme following recommendations of the ‘Royal Commission into Institutional Responses to Child Sexual Abuse’ (About the National Redress Scheme, 2019).

## What kinds of people does the IT professional interact with?

Depending on what Scott is asked to do he can either work alone or with a multitude of different people. For the most part he works with other front-end developers in teams of up to five, each with their own specific tasks. He is also required to work with the back-end developers who deal with the Application Programming Interface (API) Layer, which accesses the data needed for an application. If need be, he also must work with analysts and user experience (UX) developers to understand the requirements of the task which he is assigned. On top of that Scott reports to a project manager who oversees and is responsible for the entire project.

Communication in teams is key to delivering a desired result any group project and it is no different here. Scott interacts with the entire project team through many channels such as email, skype and face to face conversations. All communication is thought of as an ongoing conversation with the only real set meetings being a quick five-minute morning meeting between the whole team to skim through what today will look like, allowing the team to contact each other throughout the day as need be.

## Where does the IT professional spend most of their time?

Visual Studio Code is the source code editor in which Scott spends most of his time creating the web applications. Scott spends a lot of his time speaking to other developers through the various channels listed above trying to figure out the best ways to implement certain features into their application which they may have never used before. When working as a team with other developers the office uses GitLab as their choice of version control. Depending on the project the team will all use a single mono-repository or multiple repositories which will talk to each other through a server.

Project management is also necessary for Scott and the team to manage a project efficiently and to complete it in the time allocated. Jira is the project management tool that they use which manages employees’ tasks and their workflow status.

## What aspect of his position is most challenging?

For Scott he finds using Angular difficult to use as it is still a quite new web framework to use as there is a major update every six months. This makes him feel as though he and the team he works with are on the forefront of web development. This is not a bad thing as he feels it keeps him sharp and keeps the work interesting.

Whenever any of the developers are stuck with Angular, he tells me that google, and Stack Overflow are your best friends! He does feel that as Angular matures as a platform there are more and more senior authorities on the subject such as Angular University on best practices.

## What skills are necessary to succeed in his workplace?

Being able to work as a team and the ability to communicate are the foundational skills required to be able to succeed in Scott’s workplace. On top of that a problem-solving mindset thinking creatively helps developers find solutions to problems they encounter daily.

Documentation is often overlooked but is a required skill for a front-end developer. Writing out good documentation in reports or even in Git is important so that supervisors and colleagues can understand clearly what Scott has completed or is completing.

Understanding the core concepts of programming is essential to be a successful developer. Technologies change so very quickly these days, but the core concepts remain and knowing them inside out helps developers like Scott learn new languages faster and easier.

Scott is eager to progress in his workplace, so having leadership skills is an integral part of Scotts journey. Working with people isn’t always easy and having the skills to be able to handle different personalities will help Scott grow in his career.

## What does he enjoy the most about his position?

Scott loves the fact that he feels like he is a constructor of the software industry as the front-end developers get the plans from the architects, the analysts and the UX developers and they build those plans. He works with the back-end developers to get it all working, and when nothing goes wrong, and all the links come together it is really satisfying for Scott to be a part of.

## How does the IT professional think his workspace will evolve over time?

Scott points to the fact that even though the government is using such a new technology like Angular, it is the exception not the rule. Things still move very slowly in the public sector compared to its private counterpart. Something Scott predicts to happen in his workplace is the adoption of more open source software and products, but not anytime soon.

## Does the IT professional have many conflicts within his team?

The team work well together for the most part but when things don’t, they try to think of it as roadblocks rather than all out conflict. They are trained to see road blocks from other perspectives then their own and to work through them as one team.

These road blocks usually arise from missing requirements (the software requirements for what the team is building), a wrong interpretation of what those requirements ask for or implementation of development specific details (programming methodology, project architecture, specific technologies being used etc.). Scott reports that most of the time a resolution can be found just by communicating with each other but if not, the project manager is there and will determine the outcome.

## What goals have been accomplished by the IT professional?

Scott has achieved many personal goals since he started his time with the Australian government. Being part of a team that successfully released a major consumer product was a highlight for Scott. He has been certified by Oracle in Java technologies and some of the work he has completed are common components and libraries, which are being used across other important government projects by other developers.

## Where does the IT professional see himself in 5 years?

He has spent a lot of time with CI/CD (continuous integration and continuous delivery) especially with GitLab lately that he would like to use to a further extent as well as working more with security. Scott would also love to branch into other areas like API development and back end development.

Overall Scott would also like to become more independent as it is still early into his career, but he would love to give it a go alone in the future if the opportunity ever presents itself.
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Autonomous vehicles are a new type of vehicle on the market. They are cars that are learning to drive without human assistance. So far, the autonomous vehicles are able to drive along highways and through some city streets, without needing a driver to be in control of the vehicle. They are also able to help predict and prevent traffic collisions by automatically braking and swerving the car into another lane if it believes it is a safe option. These features are also available when someone is in control of the car and has prevented many collisions when the driver wasn’t paying full attention to the road.

The way the self-driving aspect of the cars work is by using sensors and/or cameras scattered around the car to create a virtual map of its surroundings. This virtual map contains the approximate locations of other cars, pedestrians, traffic lights and road lines. Uber’s self-driving cars for example use 64 laser beams to help it map the surrounding area, while the comma.ai computer just requires a few cameras around the car to keep track of its surroundings. The cars also have a built in AI to help determine what actions to take under different circumstances. This includes lane merging, speed control, braking and collision avoidance. Most companies are developing the AI to react based off of preprogrammed rules and protocol it must follow, while a company like Comma.ai is using a neural network set-up on their AI to have it learn based of how human drivers react in situations and how they handle all the driving aspects listed above.

At the current point in time, we are at level three of autonomous driving. This means we are able to let the car completely take control, but the user still has to be paying attention to the road and able to take control at any moment. The car is able to steer, accelerate, brake, change lanes and can attempt to prevent crashes. Car companies are predicting that by 2020 we will have fully autonomous self-driving cars on highways, and they will be ready for urban driving by 2025. This means that no human will be required to sit in the car while it drives from point A to point B.

The biggest contribution to the progress and performance of self-driving cars is the AI that dictates what actions it is taking. At the current rate AI is developing and improving it is no surprise that self-driving cars have quickly become a usable technology and are constantly improving at great speeds. The development of sensors and cameras also contribute to the improvement by allowing the AI to accurately map the area to help in its decision making.

The potential impact of this technology is safer roads for drivers and pedestrians. Studies show that 94% of all traffic collisions are caused by human error, be it by not paying attention or making poor judgment call while driving. If we were to remove the human element and used computers that can consistently make optimal decisions and not lose focus on driving, the rate at which traffic collisions occur should drop dramatically. This can also make public transport cheaper and more consistently on time.

It will also have a large impact on traffic and will decrease the chance of a traffic jam as all the cars would be able to communicate with each other to have the most streamlined journey possible. The main factor in a traffic jam is the fact the humans can’t coordinate their driving perfectly with each other and will always make an error. An experiment done in Japan by Yuki Sugiyama showed that if a group of drivers were tasked with driving around in a circle at the same speed, a traffic jam would always occur. With self-driving cars the human aspect would be removed causing less chance of traffic problems.

This can also open up new sources of passive income for people who own a self-driving car though. Tesla intends to introduce a feature into their cars to allow them to act like an uber without a human driver required. This will allow people to have their car go out and be a taxi for people while the owner can sit at home or work while producing that passive income.

The biggest drawback though is people in driving jobs in society could likely lose their jobs to the self-driving vehicles. This could be buses, truck drivers and taxis. The human element could be removed from these and be purely run by AI. This could have both a positive and negative affect. Public transport would be more consistent with its arrival and departure times and be less likely to be in a collision. The negative is a whole job industry will be lost. It could also be less safe for bus commuters as there will be no authority figure to intervene if people act up.

This could affect my life my providing cheaper and more reliable forms of public transport. This will be extremely useful as I have lived in Melbourne before and understand how vital excellent public transport is there. This will help me reach my destinations on time without much worry of any delays. It will also ensure the streets are safer and that there is a lower risk of being involved in any kind of car accident which is very common in highly populated areas.

This technology could also help people in my family who struggle to drive, it could become a way for them to get around when they can’t drive themselves. It would also provide a safer way to driving with people in the car. This is because the distractions won’t be a risk anymore as the car will be doing the driving for you.

The downside to all of this though is that if it has the potential the human driving could not be allowed anymore in the future which could take away from the joys of driving yourself around. I find it fun to go onto road trips but there is potential that it could be seen as dangerous for human driving in the future.

Overall the introduction of autonomous vehicles could bring a lot of positive effects into our society, but it will come with many drawbacks that will greatly affect a lot of people lives.
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## Introduction:

Servers and Clouds are a rather large area of the IT world that allows businesses and consumers to access data over a network. Everyone has accessed some sort of server whether it’s a web page or a game server. Businesses used to use a local server to store, manage and process data. However today many businesses are now using a cloud computing service which allow access to this over the internet.

## What is it?

Cloud computing is the concept of having access to computer resources such as processing power or storage without having to directly maintain the service. The most common use of a cloud-based product is online storage which many people use as a backup of important information. Cloud computing often is used to describe large data centres which sell services such as storage to users over the internet.

This technology has come a long way in the last 5 years. As more people have access to high speed internet and as more companies create data centres the ability to have files stored in the ‘cloud’ is becoming easy. As a cloud server share resources with other servers it allows a process load to be shared.

Storage/Backup Clouds are beneficial for businesses as it allows businesses to store data offsite without having to deal with the process of maintaining an offsite server. Meaning a business will save money as they don’t have to pay for maintaining the hardware involved or the cost of staffing such a server. Some downsides exist for using cloud services though.

There are several types of cloud computing as shown in Microsoft’s “What is cloud computing” webpage. The first type is called a Public Cloud. These are owned and operated by third-party cloud service providers. Which sell access to use the cloud to users and businesses. One example of a public cloud is Microsoft Azure. The benefit of a public cloud is that all the hardware, software and supporting infrastructure is managed by the provider of the cloud service. Users access this service using the internet (Microsoft Corporation, 2019).

The second type of cloud computing is called a Private Cloud. This has the same principles as a Public Cloud however all the computing resources are exclusively for a single organisation or business. It also is maintained by the business instead of a third party (Microsoft Corporation, 2019). As private clouds tend to use proprietary technologies such as increased automation (Rouse, 2017). The cost involved in maintaining a cloud by having the necessary staff may go up. A private cloud is expensive as you are paying for all the server acquisition costs, support and maintenance. While if you use a public cloud, you are only paying for the resources you need/use.

The third and final type of cloud computing is called a Hybrid Cloud. A Hybrid Cloud is a combination of a public and private clouds which are bound together by technology that allows data and applications to be shared between them. This allows greater flexibility and more deployment options. Some downsides of using a Hybrid cloud is that the integration of the public and private clouds requires a software layer that allows them to communicate and a good internet connection to make sure that they communicate.

## The Future:

The future of the cloud computing and servers has been forecasted by Cisco in their 2016-2021 White Paper. They believe that by 2021 ‘94 percent of workloads and compute instances will be processed by cloud data centres; 6 percent will be processed by traditional data centres’ (Cisco Systems, 2018). Cisco says of the cloud workloads ‘By 2021, 73 percent of the cloud workloads and compute instances will be in public cloud data centres’ (Cisco Systems, 2018). This would mean that most businesses who rely on traditional data centres are migrating to public cloud systems to help cut costs.

Cloud computing mainly impacts business however it also has an impact on everyday lives. Google just announced Google Stadia which is a cloud gaming service that will be able to stream video games to almost any device with an internet connection. Now this type of service isn’t new as Nvidia has GeForce Now, PlayStation has PlayStation Now, and Microsoft has Project xCloud in development. All these services stream games from a data centre and stream it to a device. Google Stadia however has the backing of a large amount of data centres which google has been building around the world. This service supports the streaming of games at 4k resolution in HDR at 60fps and Google has said that the servers could eventually support streaming at 8k resolution at 120fps. The idea of streaming games is a very good idea. Console and Computer Hardware is expensive and having the ability to play 4k content at high frame rates requires extremely expensive hardware. Cloud computing solves this problem as the hardware itself is in a server. The cost of purchasing the hardware and maintaining it is done by Google. The customer pays a monthly fee to use the service. The only thing the customer needs is access to high speed internet and a device with a web browser.

## How cloud computing will impact?

Cloud computing has already impacted the world in a big way. Allowing large amounts of computing power to be available at the push of a button. Servers/clouds have allowed services such as Netflix and Stan to exist. Giving consumers the ability to watch a huge library of movies and TV shows at any time. The future of the cloud will mainly be more businesses migrating to the cloud instead of spending large amounts of money on buying and maintaining onsite servers. As you only need to pay for the resources you need and can easily pay for more resources if you need it. As businesses move towards using the cloud, they won’t require any staff to maintain a server (unless they are using a hybrid cloud system). This could make it harder for people to find server-based IT jobs locally unless you live near a cloud data centre. However as more businesses start using the cloud, cloud providers will make more large server farms to keep up with the demand. In turn this would create more Cloud/server related jobs. As people will need to build and maintain these systems.

## How cloud computing will affect me?

Cloud computing already affects me in a couple of ways. For instance, I use OneDrive for storing important files such as photos and study work. The future of cloud computing may change how I game with Google Stadia coming out it may change the way I games. As cloud continue to grow more and more services will exist for consumers to buy. For instance, a service might exist where you have a complete computer in the cloud that wirelessly gets sent to a monitor with keyboard and mouse and you do all your work that way with little to no latency. As computers evolve the provider of the service upgrades the hardware. Instead of renting storage and processing power you are instead renting an entire working computer. That can browse the internet, play games, do video editing. All without the need of buying and maintaining the hardware. However, something like this may be quite a long way a way for consumers especially in Australia. As a service like this would require high speed internet and very low latency.
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Cybersecurity is the act of securing digital data and computer systems. Cybersecurity is usually guided by three main factors - confidentially (secrecy), integrity and availability.

Confidentiality (secrecy) relates to the storage of sensitive information, such as personal information, payment details or any other sensitive data. Measures are taken to ensure information is stored securely and only viewable by authorized users or individuals. Malicious threats involve man-in-the-middle attacks, social engineering or access by unauthorized third parties.

Integrity involves ensuring only authorized people have rights to access, move, delete or modify data. Measures must be taken to ensure the users or individuals accessing the data are authorized and have the necessary rights to make such changes or view such information. Current technologies include the encryption of data during transit, use of user access controls and technologies such as checksums so end-users can check the integrity of the data received. Malicious threats involve the exploitation of invalid user permissions, avoiding of integrity checks (direct access) or use of another user’s information.

The last factor is Availability - being able to access the data you are authorized to access. In a general sense, availability is ensured through redundancy methods such as RAID arrays, failovers, etc. In a cyber security sense, threats such as distributed denial of service (DDoS) attacks must be considered.

In summary, cybersecurity is protecting sensitive digital information from cyberthreats and malicious attacks. Such threats take many forms, such as malware, ransomware, phishing, man-in-the-middle and DDoS attacks. Many state-of-the-art technologies are available today, each aiming to counter specific cyber security threats. Government agencies and private enterprises make use of all the latest technologies to ensure their systems remain secure.

Technologies such as virus scanners can be used to identify and eliminate malicious software and files before they even have a chance to execute. This in some cases can entirely prevent the destruction of data or compromising of a machine, if the data base of known viruses remains up-to-date. Maintaining virus databases is an on-going job, hackers with malicious intent are always designing new executables which virus scanners don’t yet detect. Some researchers have investigated using Deep learning to identify viruses, ensuring virus-scanner technology is always one step ahead (Dewan, 2017). If successful, this would allow anti-virus creators to identify new threats before they’re even known or used maliciously, addressing the issue then.

Firewalls are a crucial technology to fight against cyberthreats this technology stops any threats from the internet trying to gain access to your local network. As mentioned previous DDoS are one such attack that a firewall can defend against by setting a Packet rate per Source maximum limit (QoS Rate limiting), this will monitor the source of the traffic in to your network and only allow that source to send at the rate you have set in turn stopping a source from sending to much traffic to your network and causing a DDoS attack (Jackson, 2018).

With all these technologies available, the main current cyberthreat is humans. Social engineering is often used to manipulate or trick staff into giving access or providing information the individual isn’t entitled to. Technologies are slowly emerging which address this issue, such as end-to-end encryption, user-side encryption and full storage/data encryption. Such technologies ensure there’s no way for employees or third parties to access data. Even if an employee or staff member was tricked (or had malicious intent), they would not be able to decrypt or access the data without the end-user’s personal device or encryption key(s). Such technology is seen with Snapchat (where *my eyes only* memories are encrypted using a pin only the user knows) or WhatsApp (where messages are encrypted end-to-end – no server in-between can read them). Even with these technologies, human-error can still exist – if the WhatsApp user loses their phone, all the messages become available to a third party.

Deep learning will likely have a huge impact on cybersecurity as it will allow computer systems to protect themselves against cyberthreats without having to wait for the cybersecurity engineers to develop a patch for the vulnerability.

The changes this will have will be very impactful as it will remove the need for “zero day patches” and remove the need for a systems administrator to monitor that their security systems have to be always up-to-date. Deep Learning could even fix a flaw in a router’s firewall as it would locate where the entry of the attack started and correct it.

I had a personal experience in 2016 where a client’s files was maliciously encrypted. The attacker had encrypted the files and demanded payment for decryption (ransomware). With deep learning, this sort of action could have been detected before it happened. The original infecting file would have been detected as malicious and deleted, or the actions attempting to encrypt files would have been detected as unusual. Ultimately, this would have saved the client thousands in avoiding downtime and staffing costs in restoring from backups.

These new technologies have the potential of impacting the job market. As cybersecurity is moved towards machine-based deep learning, the need and demand for cyber security teams may fall. Cyber security experts may need to branch out into other areas of cybersecurity, such as operating, maintaining and securing the new deep learning machines. Further staffing may be required to assist in the production of algorithms, datasets and statistics for the machines. This may increase the job prospects for other IT experts.

On a personal level, these technologies help ensure my computer is secure and I remain secure online. This includes virus scanners alerting me of potential threats and encryption ensuring my personal data remains secure. In the future, further technologies will assist in ensuring my computer remains protected to any new viruses or exploits which are discovered. My daily life will remain like it is now, though that’s just the point – the aim currently is to advance technologies in a way that stays one step ahead of individuals who have malicious intent.

For others less technology educated, advancements in virus scanning and security technologies may help in ensuring everyday users are better protected. This may involve more automated, simpler virus scanners, the default use of encryption on files and messages or other means of background security where minimal user input or response is required. Ultimately, this will further reduce the number of major incidents relating to malicious software, hacking or cyberattacks.

# Bibliography

‘What is Cybersecurity? - Palo Alto Networks’, web page, viewed 6 April 2019, <<https://www.paloaltonetworks.com/cyberpedia/what-is-cyber-security>>

Products Services, ‘What Is Cybersecurity?’, Cisco, web page, viewed 6 April 2019, <<https://www.cisco.com/c/en/us/products/security/what-is-cybersecurity.html>>

Drapala, K 2013,’Top Ten: The Most Important Cyber Security Tips for Your Users - OpenDNS Umbrella Blog ‘, OpenDNS Umbrella Blog, web page, viewed 6 April , 2019,<<https://umbrella.cisco.com/blog/2013/10/08/top-ten-important-cyber-security-tips-users>>

Anne, C 2017,’ Cybersecurity: Crash Course Computer Science #31’,Crash Course, YouTube, viewed 6 April 2019, <<https://www.youtube.com/watch?v=bPVaOlJ6ln0>>

‘New Cybersecurity Technologies: What is Shaking Up the Field?’, Ecpi.edu , webpage, viewed 6 April 2019, <<https://www.ecpi.edu/blog/new-cybersecurity-technologies-what-is-shaking-up-the-field>>

Dewan, C 2017, ‘Artificial Intelligence and Its Impact on Cyber Security ‘, Infosec Resources, web page, viewed 6 April 2019, <<https://resources.infosecinstitute.com/artificial-intelligence-impact-cyber-security/>>

Rodriguez, A 2017, ‘Intel® Processors for Deep Learning Training ‘, Software.intel.com , web page, viewed 6 April 2019, <<https://software.intel.com/en-us/articles/intel-processors-for-deep-learning-training>>

Kesari, G 2018, ‘The Real Reason behind all the Craze for Deep Learning ’, Towards Data Science , web page, viewed 6 April 2019, <<https://towardsdatascience.com/decoding-deep-learning-a-big-lie-or-the-next-big-thing-b924298f26d4?gi=51389740879>>

Jackson, B 2018,’How to Stop a DDoS Attack in Its Tracks (Case Study)’,Kinsta Managed WordPress Hosting, web page, viewed 9 April 2019, < https://kinsta.com/blog/ddos-attack/>

## What Does it do? – Introduction

A Raspberry Pi is a state of the art low-cost single-board computer, typically the size of a credit card. It includes all the features needed to perform similarly to a desktop computer, to allow for electronical prototyping and development, and for any other general computing purposes. The device is feature packed, including video output (HDMI), USB with KB/mouse support and WiFi / ethernet. One particularly unique feature is the Raspberry Pi’s set of general-purpose input/output (GPIO) pins, allowing for connection to all kinds of external devices such as sensors, LEDs or motors.

## What Does it do – Specifications

The newest model, the Raspberry Pi 3 Model B+, contains a Cortex-A53 (ARMv8) 64-BIT SoC running at 1.4GHz. This is coupled with 1GB of LPDDR2 RAM and a BroadCom VideoCore IV GPU running at 400MHz (Raspberry Pi Foundation). The Model 3 B+ is a very capable machine, with specifications allowing for fullHD video playback, web browsing and light gaming. This device retails for around $50-60.

The Raspberry Pi Zero is a budget model Raspberry Pi, including only the bare minimum features and hardware. This device is aimed for use in end-user products or low-cost IoTs, though can be used for development (albeit not ideal). The device is state of the art as it allows developers to create a prototype using a fully featured Pi, then transfer the code directly to a Pi Zero for use in end-user products/devices. These devices cost around $10-20.

## What Does it do? – Desktop Computer

Using Raspbian (a Debian-based computer operating system) the device can function similarly to a standard desktop computer. Raspbian includes a user interface with all the standard capabilities one would expect from an operating system. It contains pre-installed applications for browsing the web, word-processing, playing high-definition video and even various applications for programming and development. With just the addition of a keyboard, mouse and screen, a Raspberry Pi can serve as a very capable first computer, without the typical costs involved.

## What Does it do? – Development / Electronics / IoTs

The Raspberry Pi includes a set of general-purpose input/output (GPIO) pins – 26 on older models and 40-pin on the later. GPIO pins are very diverse, limited only by electrical, timing and software limitations. Third party add-ons can be used to increase the electrical and timing capabilities, such as motor controllers or power supplies. Features of this kind are state of the art for development and prototyping of electronical devices, such as IoTs. Using a Raspberry Pi, a developer can begin coding the software and prototyping electrical circuits right away, without the need for dedicating timing chips, SoCs or other parts. This is beneficial in reducing time, effort and cost(s).

Once a prototype is created and customisations are made, further cost saving measures can then be made. This may include switching to a Raspberry Pi Zero for use in the final product, keeping the cost of the final product down.

## What Does it do – The future?

Over recent years we’ve seen the Raspberry Pi creep into new markets previously held by only full desktop computers or specialty equipment/devices. A great example of this is the wide-spread adaption of Raspberry Pi’s as media PCs – eliminating the need of a dedicated desktop computer for this purchase. This is all thanks to the technology advancements in system on chips (SoC), allowing for more processing power at a heavily reduced cost.

Into the future these performance increases will continue – we’ll see higher CPU clock speeds, faster GPUs and more RAM. Much faster processors are already seen in some mobile devices, showing the technology is available, though is currently price and supply limited. As further advancements are made, the price of these currently high-end chips will fall, allowing for them to be used for lower-cost applications such as Raspberry Pi’s. The use scenarios as performance increases are almost never-ending. In the future we could see consumers using Raspberry Pi’s to power laptop-like devices, serving as a stand-alone replacement to a traditional laptop.

## What Impact Does the Raspberry Pi Have?

The main impact Raspberry Pi has had is increasing both education and interest in computers and electronic development. In current times, Raspberry Pi’s are often seen as part of advanced computing classes in schools. The Raspberry Pi Foundation themselves believe their biggest impact is the ‘tinker-friendly’ nature of the product. They state this encourages more people to experiment with computers once again, something which was lost slightly with how simplistic and user-friendly computers are today (Richardson, 2016). In the future I believe Raspberry Pi will become available in more schools and as part of more IT courses. This will allow an increased number of students to gain further interests in the tinkering and hacking side of information technology, development and electronics.

In terms of specific use scenarios, the Raspberry Pi is slowly creeping into the home media space. Using programs like Kodi (a media center application), Raspberry Pi’s can serve as fully functional media centers, all at a very reasonable price. This use scenario could potentially impact the media player market, specifically things like ChromeCast, AndroidTV, etc. Raspberry Pi’s are also commonly used as game console emulators, allowing for a variety of games to be played on the one device. In this scenario, the Raspberry Pi typically costs less than even a single console, let alone all which it emulates. This use scenario appears to be very popular, with searches for RetroPie (the software typically used) peaking each time a new Raspberry Pi is released. (Google Trends, 2019)

## How Will Raspberry Pi Affect Me?

Currently I own a Raspberry Pi 3 B+ which is used as a media PC, running Kodi. For my family/friends this serves as a more user-friendly and faster media center when compared to other options such as AndroidTV or TV USB Ports. Playing to the device is as simple as right-clicking a media file in Windows and clicking **cast-to: *Kodi***. For me personality, my Raspberry Pi has reignited an interest in tinkering and programming/development, especially development involving electronics. The GPIO pins have been wonderful for use with various electronics such as LEDs, small motors and sensors. In the future Raspberry Pi and similar technology will be greatly helpful to me when developing *Internet of Things* (IoTs) and other small electronical devices, allowing me to experiment with the development and programming of such devices. In the future, as more powerful Raspberry Pi’s become available, the technology will further impact other areas of my life by replacing existing technologies. This may include things like gaming consoles, various typical desktop computer applications and possibly even server-like/cloud hosting use applications, replacing existing servers at a reduced running cost.
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